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The electronic coupling element for electron transfer between a donor and acceptor in water is examined
using simulations combining molecular dynamics and semiempirical quantum mechanics. In the first phase
of the simulations a model donor and acceptor are solvated in water, using realistic potentials. Following
equilibration, molecular dynamics simulations are performed with the donor, acceptor, and water at
approximately 300 K, under periodic boundary conditions. In the second phase of the simulation, the electronic
coupling element between the donor and acceptor is calculated for a number of time slices, in the presence
of the intervening water molecules (those having a nonnegligible effect on the coupling element at the given
distance). Finally, a subset of these configurations is used to investigate the donor-acceptor energy dependence
of the coupling by varying the model donor and acceptor. It is found, contrary to a number of previous
theoretical results, that water significantly increases the electronic coupling element at a given donor-acceptor
separation. The value forâ using INDO wave functions is estimated to be 2.0 Å-1 and is found to depend
weakly on the identity of the donor and acceptor. Comparison with ab initio results for a subset of the
configurations or using idealized solvent geometries suggests that theab initio â value would be in the range
of 1.5-1.8 Å-1.

1. Introduction

From the work of Marcus,1 Hush,2, Levich and Dogonadze,3

and others,4,5 solvent is known to play an important role in
controlling the rate of electron transfer (et) in solution. The well-
known Marcus-Hush outer sphere “reorganization energy”
arises from dielectric polarization effects in response to the
transferring electron, and can lead to decreases in the rate of et
in highly polar solvents. In addition, solvent dynamics can also
play a significant role in determining the rate of et, particularly
for fast electron transfer, and a number of theoretical studies
have examined the effects of slow solvent relaxation when et
is fast.6,7 Finally, the possibility exists that solvent can affect
the rate of nonadiabatic et via a superexchange mechanism. In
this case, the solvent potentially alters the electronic coupling
element (Hab), found in the expression for the rate constant in
quantum-mechanical3,4 and semiclassical5 expressions for the
rate of electron transfer at a given distance (ket ∝ |Hab|2).8,9

The types of reactions in which such solvent-mediated
coupling might be important, while not ubiquitous, have
nevertheless been discussed in the literature. The experiments
of Miller and co-workers10-12 involving et in glasses indicate a
much slower decay of rate with distance than one would expect
were vacuum separating the donor and acceptor. In comparison
with model compounds containing rigidly linked donors and
acceptors with saturated bridges,13-15 the decay with distance
in the glasses is slow enough to suggest that solvent, though
more weakly interacting, nevertheless significantly increasesHab

at a given donor-acceptor distance, and also significantly
decreases its decay with distance. Solvent has also been
implicated in controlling the electronic coupling in systems
containing solvent-separated ion pairs.16 In addition, a number
of rigidly linked donor-acceptor pairs, in particularly favorable

geometries, have also shown evidence of solvent-enhanced
electronic coupling.13,17,18

A number of theoretical studies have also examined the effects
of solvent on the electronic coupling. The work of Newton and
co-workers on the Fe(H2O)6+3/+2 self-exchange reaction19-21

(and other similar self-exchange systems) provided convincing
evidence that specific interactions between donor(D)/acceptor-
(A) and bound solvent (or ligand) could dramatically alter the
electronic coupling at a given D-A separation. Larsson has
shown that water can contribute to an increase in the electronic
coupling between a donor and acceptor via a superexchange
mechanism.22 Two recent studies have also examined the effects
of multiple waters on the decay ofHab with distance, using
idealized geometries for sequential addition of waters.15,23 In
these two studies it was found that water reduced the rate of
decay ofHabwith distance and that neither the size nor the decay
of Hab with distance were significantly affected by the water
orientation between the donor and acceptor. Theoretical studies
of solvent effects onHab for the C-clamp compounds of Zimmt
and co-workers17 have also been performed.24,25 In studies that
focused on individual solvent molecules,24a,25it was shown that
solvent molecules can dramatically alter the D-A coupling, via
symmetry-breaking and superexchange mechanisms, the latter
being by far the larger contributor when solvent is located
between D and A. In molecular dynamics/quantum mechanical
studies24b using acetonitrile as solvent, it was found that thermal
averaging did not diminish the importance of the bridging
acetonitrile, but that solvent external to the region between the
donor and acceptor (with up to eight acetonitriles present) had
little effect on the coupling.

A number of theoretical studies have attempted to consider
the effects of water in nonidealized geometries onHab. The early
study by Larsson22 considered a simple superexchange model
for the Fe(H2O)6+3/+2 self-exchange reaction, using averaged
water-water interactions and extended Hu¨ckel wave functions,* To whom correspondence should be addressed.
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and suggested theâ in water was approximately 2.4 Å-1. (The
quantity â is used to characterize the distance dependence of
Hab and is obtained by fits of the functional form e-âR to |Hab|2
vs distance). Larsson concluded that this value was too large
for water to function as an effective superexchange medium
for et. Marchi and Chandler26 also considered the Fe(H2O)6+3/+2

self-exchange reaction, using molecular dynamics/quantum
Monte Carlo simulations to examine the electronic coupling
element in the presence of solvent. They used a one-electron
model (explicitly considering only the transferring electron) with
pseudopotentials for the donor, acceptor, and waters. They
calculated the electronic coupling element for three solvent
configurations and concluded that, within their model, water
had little effect on the electronic coupling, relative to the value
at the given D-A distance with no solvent present. More
recently, Nitzan and co-workers27-29 have examined electron
tunneling between parallel plate electrodes with intervening
water layers. Using a one-electron model and ignoring water
polarizability,27 their results indicated that water had, at best, a
modest effect on the electronic coupling between the plates.
More recent results with polarizable waters (but still within a
one-electron framework) suggest water significantly increases
the electronic coupling relative to vacuum tunneling.28,29

None of the coupled molecular dynamics/quantum mechanical
studies discussed above considers all-electron models for the
solvent. Our previous ab initio results23 suggest that this may
be a significant omission. Although the geometries examined
in our studies were idealized, we found little orientation
dependence for the superexchange effects induced by water, and
we obtained evidence to suggest that water’s effects were due
largely to hole-type superexchange (i.e., the electronic coupling
was propagated to a large degree through the occupied orbitals
of water). To the extent this is true, pseudopotential models
will not be able to describe water as a superexchange medium.
However, it is also possible that the enhancement ofHabobtained
in our ab initio work was artificially large due to (a) neglect of
more distant solvent (e.g., destructive interference effects), or
(b) consideration of only a few of the possible solvent
geometries accessible at room temperature. In the present study
we seek to address these two questions, using molecular
dynamics (MD) to generate donor-solvent-acceptor configura-
tions, and semiempirical quantum mechanics to calculate the
electronic coupling element. In the MD simulations we use
several short-time simulations to examine a variety of donor-
acceptor distances and water configurations. In the quantum
mechanical calculations we performed systematic studies to
determine which solvent molecules have a significant effect on
Hab, and perform most of the calculations ofHab explicitly
treating only these waters. We also compare our semiempirical
methods to ab initio results on the same systems in a number
of cases, and find reasonable agreement, not only forâ but for
the value ofHab itself. The results also show, in agreement with
our previous ab initio results, that intervening water between a
donor and acceptor can produce a dramatic increase inHab at a
given distance.

The majority of the calculations presented below consider
Zn + Zn+ as the electron donor and acceptor, since this system
has been treated previously at the ab initio level.23,30Following
discussion of the solvated Zn2

+ results several other donor-
acceptor pairs (Li2

+, Be2
+, Na2

+, Mg2
+, Cu2

+) are examined at
the semiempirical and/or ab initio level in order to assess the
donor-acceptor energy-dependence of the conclusions drawn
from the Zn data.

In the following section we outline the theoretical methods

employed for both the Molecular Dynamics simulations and the
quantum mechanical calculation ofHab. In section 3 we present
our results and discuss the results in section 4. Concluding
remarks are presented in section 5.

2. Computational Methods

2.1. Molecular Mechanics.We used a flexible water model,
defined by the TIP3P charges, equilibrium bond lengths and
angles, and van der Waals constants,31 with internal force
constants taken from the study of Dang and Pettitt32 (OH stretch,
HOH bend, and HH Urey-Bradley term from their flexible TIP
model). While intramolecular motion does not appear to have
a significant effect on the electronic coupling (see below), a
model of this type allows for its examination, and may also
lead to somewhat better water structure than a rigid model.33

This water model yields a radial distribution function for water
(∼300 K, 1 g/cm3) from NVE dynamics of similar quality to a
variety of other water potentials.34 In particular, it reproduces
the positions of the second and third peaks in gOO better than
the rigid TIP3P model. Thus, we expect our distance dependence
to be fairly representative of that which would be observed in
water.

In the MD simulations the donor and acceptor were modeled
asneutral Zn atoms with van der Waals radii and energies of
2.0 Å and 0.15 kcal/mol. This is an artificially large radius
compared to Zn ions in solution, but by this choice we ensure
that the Zn are weakly perturbed by the waters, and we can
thus ascribe the solvent effects on the coupling largely to
superexchange rather than to energetic or non-Condon effects
(see below). In addition, the Zn were left uncharged in the MD
simulations to avoid polarization of the water structure in the
simulations. In making this approximation we thus neglect
effects on the coupling element that might arise from the
ordering of water near a charged D or A. The results presented
below which compareâ in idealized (ordered) and nonidealized
geometries indicate that differences can arise in the two cases
where ordering persists over a large distance. However, we are
mainly interested in attempting to model the large distance decay
of Hab, where one expects the D or A charge to be screened to
a large extent, and the water geometries beyond the screening
lengths to be similar to those of pure water. One can thus take
our atomic D or A as a model for solvated/screened ions in
solution, and relevant for modeling the long-range decay ofHab

beyond the locally polarized environment. Since we are
primarily interested in the long-range decay ofHab, any local
polarization actually present in solution should only modify the
size of Hab, not its variation with increasing number of
intevening waters.

Molecular Dynamics trajectories were generated for the two
Zn in a box of 598 waters, with periodic boundary conditions
and an overall density of 1.009 g/cm3 (two waters in a sample
originally having density of 1 g/cm3 were replaced by Zn atoms,
the new structure was minimized, and then dynamics runs were
initiated). Ewald sums were used for van der Waals and
Coulomb terms and our integration time step was 0.0005 ps
(Verlet leapfrog algorithm). All MD simulations were performed
using Cerius2.34

The time slices for the calculation ofHab were taken from
three trajectories of lengths from 5-25 ps (average temperatures
from 280 to 298 K,(7K for each trajectory), and the data for
Figure 1 accumulated from the union of the sets of slices. Since
the Zn have a tendency to drift from the center of the box with
time, and because we wanted to ensure that no edge effects
arose when specific waters were selected in the calculations of
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Hab, we chose to gather data from several short time runs rather
than one or two longer trajectories. Each new trajectory was
initiated by replacing two water molecules from an equilibrated
box of waters with Zn atoms, followed by reequilibration, and
dynamics. These time slices, containing approximately 1800
atoms, were still too large for us to performHab calculations
with the entire set of waters present (our version of ZINDO
has a 500 atom limit); thus we explored ways to reduce the
number of waters explicitly considered in the electronic structure
theory calculations. On the basis of a series of test calculations,
and previous results,23,30,36 it is expected that only waters
between the two Zn atoms will have a significant effect on the
coupling. Our truncation scheme focuses on these intervening
waters, which comprise all waters falling within a sphere of
radius RZnZn/2 + 1D, the center of which is located at the mid-
point of the Zn-Zn line of centers. If any atom of a water falls
within this sphere the water is included in the electronic structure
theory calculations. With this procedure the approximate number
of waters treated forRZnZn ) 7 Å is 15, while atRZnZn ) 12 Å
the number of waters included is about 50. To examine whether
the Hab values obtained from these truncated sets were con-
verged, we chose several time slices and selected successively
larger radius spheres for water inclusion (RZnZn/2 + 2, RZnZn/2
+ 3). We found that theHab values changed by no more than
11% with these larger radii, even though the number of waters
included doubled or tripled, indicating that our standard radius
represents a sufficiently converged set of waters for our pur-
poses. These spheres with larger radii also include more waters
outside the Zn-Zn line of centers, and thus indicate that nonin-
tervening waters have a modest effect on the electronic coupling.

To examine the sensitivity ofHab andâ to donor-acceptor
orbital energies for nonidealized water geometries we selected
a subset of the above time slices and substituted other atomic
species (Cu, Be, Mg) for the Zn atoms. Thus, while no new
MD simulations were performed for these donor-acceptor pairs,
one can nevertheless assess how a given set of water configura-
tions would alterHab andâ for these D-A pairs.

2.2. INDO/GMH Calculations. In the majority of our
calculations ofHab the donor and acceptor were taken to be Zn
and Zn+, respectively. This model system represents an
idealization, but considerable data has been obtained at the ab
initio level on et involving Zn2+ with and without solvent
present. Thus, the present results can be compared with them

for calibration purposes. Other donor-acceptor pairs used in
the INDO calculations were Cu2

+, Mg2
+, and Be2+. The wave

functions used to evaluateHab are from INDO/S CI calculations,
using the Zerner group parametrization of INDO.37 Two
adiabatic CI states are required in order to perform the GMH
analysis. The results were relatively insensitive to the choice
of occupied orbitals on which to base the CI, but in order to
yield a more balanced treatment of the donor and acceptor we
chose the RHF orbitals of theneutralM2 and water system for
Zn, Mg, or Be (RHF orbitals for Cu2+2 + water for the Cu2+

D-A pair), and then in the CI portion of the calculation we
removed or added an electron to explicitly treat (M2-water)+.
In all cases the HOMO and HOMO-1 were localized on the
two M, and were composed primarily of the M valence s
orbitals. The CI calculation was based on single excitations from
two configurations ((HOMO-1)2(HOMO)1 and (HOMO-1)1-
(HOMO)2). For each configuration, excitations were allowed
from the HOMO-1 and HOMO, into the lowest eight virtual
orbitals. Test calculations indicate that the results forHab are
relatively insensitive to expansion of the occupied or virtual
space.

Much as one must make choices of basis sets in an ab initio
calculations, choices of parameters are made (often implicitly)
in the use of semiempirical method. We have used the
spectroscopic parameters in ZINDO37 and chose the O resonance
integral parameter (denotedâ as well, not to be confused with
theâ value used to characterize the decay of|Hab|2 with distance)
to be that suggested for solution calculations (-34.0) rather than
the gas-phase value (-54.0). Each yielded similar decay
behavior forHab, but the former yielded somewhat larger values
of Hab in the solvated systems, in better agreement with ab initio
results.

The calculation ofHab is performed using the Generalized
Mulliken-Hush30,36 (GMH) approach. The GMH method is
based on the Mulliken-Hush38,39 treatment of charge-transfer
transitions, but is nonperturbative and requires no a priori
estimation of the charge-transfer distance. In fact, it provides
an independent estimate of this quantity along withHab. Finally,
it can be used for any number of states and can be applied at
any geometry, not merely that of the crossing point between
donor and acceptor diabatic states. We use a two-state model
in the present article, and the quotedHab values are those for
the geometry for the given time slice. Standard semiclassical5

and quantum theories3,4 generally require the value ofHab at
the lowest energy point along the crossing seam for the relevant
diabatic surfaces, but given the number of coordinates and weak
interactions in our systems, the search for this geometry at each
time slice would not be feasible computationally. In the cases
we examine here the donor and acceptor diabatic states are
generally not degenerate (differing by from 100 to 6000 cm-1,
with some differences as large as 15000 cm-1), but the Condon
approximation suggests that the coupling at the transition state
geometry should be similar to what one obtains at these
geometries. In fact, using model calculations we show below
that for energy differences below about 6000 cm-1, Hab should
vary no more than 10%, and variations of this order will have
no effect on our conclusions.

2.3. Ab Initio Calculations. To calibrate the INDO-based
Hab results, we also present data obtained for M2(H2O)n+ (M )
Zn, Be, Mg, Li, Na) in several geometries using ab initio
methods similar to those applied in a previous study.23 In the
ab initio results the systems were described using complete
active space self-consistent field (CASSCF) wave functions;40

the calculations were performed using MOLCAS 3.41 Since

Figure 1. Plot of ln|Hab| vs RZnZn (Hab in cm-1) for Zn2
+ with (solid

line, circles) and without (dashed line, squares), water present. The
data are based on INDO wave functions and the GMH analysis, as
described in sections 2 and 3. The value ofâ with water present is
1.96 Å-1 and that without water present is 3.57 Å-1.
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more than one state was sought (in order to describe the initial
and final states in the et process) the state-averaged CASSCF40

(SA/CASSCF) method was used here. The SA/CASSCF wave
functions are denotedm/n 2SA/CASSCF, wherem and n
indicate the number of active electrons and orbitals, respectively,
and 2SA/CASSCF indicates that two states were used in the
state-averaging process. The calculations for Zn, Mg, or Be, as
M were based on 3/2 2SA/CASSCF and the calculations for Li
or Na as M used 1/2 2SA/CASSCF wave functions.

The Zn basis set was built upon the Wachters (14s,9p,5d)
basis42 contracted using a Raffenetti scheme43 based on the
coefficients provided in ref 42. This yields four s functions,
two p functions, and one d function. The two most diffuse s
basis functions and the most diffuse p and d functions of the
original basis set were also added as additional uncontracted
functions. Finally, diffuse s (0.3960, 0.015), p (0.310, 0.120,
0.047, 0.018), and d (0.155) functions were added to the basis.
The ANO basis sets of Widmark and co-workers44 were used
for Li[14s,9p,4d,3f/5s,3p,2d], Be[14s,9p,4d,3f/5s,3p,2d],
Na[17s,12p,5d,4f/6s,4p,2d], and Mg[17s,12p,5d,4f/6s,4p,2d]. In
the calculations reported in Tables 1, 2, and 6, the water
molecules were assigned their experimental equilibrium struc-
tures45 (water: ROH ) 0.957 Å, ∠ ) 104.5°). For water the
ANO basis sets of Widmark and co-workers44 were used, having
a primitive basis set for O of the form (14s,9p,4d) and a
primitive set for H of the form (8s,4p). The (4s,2p) ANO
contraction was used for O and the (2s) ANO contraction was
used for H.

The basis sets used have been calibrated in a previous study23

and have been shown to be accurate to within 10-20% for the
systems examined here, relative to results obtained from
expanded basis sets.

3. Results

(a) Zn2
+. The results for ln|Hab| vs RZnZn for solvated Zn2+

are shown in Figure 1. The results are a composite ofHab from
time slices for three trajectories, as discussed in section 2, using
INDO CI wave functions and the GMH analysis to obtainHab.
Under the assumption thatHab decays essentially exponentially
with distance, the functional form ln|Hab| ) -(â/2)RZnZn + A
was fit to the data, thus the value ofâ obtained is that
appropriate to the decay of|Hab|2. The fit yields a value ofâ of
1.96 ( 0.06 Å-1 with a correlation coefficient of 0.95. Also
included in Figure 1 is ln|Hab| vsRZnZn for Zn2

+ with no waters
present. Theâ value obtained in this case is 3.57 Å-1.

The values ofHab are forRZnZn between 6 and 14 Å, which
corresponds to approximately a range of one to three water
diameters between the Zn. If one fits over a smaller range of
RZnZn the value ofâ is relatively constant (2.4 for 6-10 Å, 1.8
for 9-13 Å).

While the decay with distance is relatively uniform over the
whole range of distances examined, we obtain a substantial
variation in ln|Hab| values between 12 and 14 Å. The actual
spread inHabover this range is about 2 cm-1 (whereas the spread
at 7 Å is about 100 cm-1), but since the values ofHab can be
so small at this distance, the modest change in magnitude
translates into a large variation in ln|Hab|. In one trajectory that
led to values ofRZnZn between 13 and 14 Å, theHab values
start near 0.2 cm-1, increase to about 1.4 cm-1, and then
decrease again to 0.2 cm-1. There is no correlation ofHab with
RZnZn over this small range, but there is a correlation with the
position of a single water that moves in to and out of the Zn-
Zn line of centers, near one Zn. There is also a considerable
increase in the adiabatic state energy (up to 12000 cm-1)
associated with this motion, which may account for a factor of
about 1.5 change inHab due to non-Condon effects (see below),
but the remainder of the change is likely due to specific
superexchange effects that are maximized in certain geometries,
e.g. those with waters directly between the Zn atoms. In addi-
tion, the variation in what would amount to an “average value”
for Hab at large distances is somewhat sensitive to the tra-
jectory examined. The use of data for a trajectory with, on
average, lower values ofHab at large distances led to a value
for â (fit over 7-13 Å) of 2.34 Å-1. As data was accumulated
from the other two trajectories, having larger average values of
Hab in this distance range,â decreased to the value of Figure 1
(1.96 Å-1).

To calibrate INDO for evaluation ofHab we have performed
comparison calculations on Zn2(H2O)n+ clusters using idealized
geometries. Since the first peak in the radial distribution function
in our simulations occurs at approximately 2.8 Å we have used
values of 2.8 and 3.0 Å for the water-water separation in the
model calculations, with three idealized geometries defined in
our previous ab initio studies on these systems.23,46 In Table 1
it is seen that the ab initio and INDO results are in generally
good agreement, both for theâ values obtained and the values
of Hab themselves. The range ofâ values is somewhat greater
when INDO wave functions are used, but theâ’s are of similar
size. Below we make limited comparisons of ab initio and INDO
Hab values for Zn2(H2O)n+ geometries obtained from the
simulations, and we find that in these cases the ab initio results
lead to somewhat smaller values ofâ for the subset of
geometries examined.

One potential objection to the relevance of the above results
for thermal et is that theHab values are not obtained at the
crossing point between donor and acceptor surfaces and that
the lack of near-degeneracy has a serious effect on the values
of Hab quoted. To investigate this possibility we have again
chosen a series of model systems of the type Zn2(H2O)n+, using
waters external to the Zn-Zn line of centers to alter the donor

TABLE 1: Comparison of INDO and ab Initio Results for Hab for Zn 2(H2O)n
+ in Idealized Water Geometriesa

geometryb RZnZn
init c ∆rd ne âINDO âab initio AINDO Aab initio Hab

INDO f Hab
ab initio f

C2V 6 2.8 4 1.40 1.39 11.6 11.3 236 183
OH 6 2.8 4 1.07 1.24 10.8 11.1 437 270
perp 6 2.8 4 1.68 1.39 12.3 11.2 133 166
C2V 8 2.8 4 1.31 1.38 10.3 10.5 25.6 20.6
OH 8 2.8 4 1.00 1.25 9.3 10.1 48.7 28.2
perp 8 2.8 4 1.53 1.36 11.0 10.3 15.0 19.7
C2V 8 3.0 4 1.50 1.46 11.1 10.8 16.8 15.8
OH 8 3.0 4 1.19 1.34 10.1 10.4 33.2 21.7
perp 8 3.0 4 1.75 11.8 8.45

a Methods described in Sections 2.2 and 2.3,â (Å-1) and A from fits of data to exponential form discussed in section 3, withHab in cm-1.
b Geometries for intervening water, defined in refs 23 and 46.c Zn-Zn distance for one intervening water, in angstroms.d Assumed water diameter,
in angstroms.e Maximum number of sequential waters considered.f Value of Hab(cm-1) with two waters present.
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and acceptor geometries. In previous studies at the ab initio
level23,36these external waters have been shown to significantly
affect the donor-acceptor energy spacing, but to have little
effect on the electronic coupling element. The results in Table
2 address this question at the INDO level, for a range of Zn-
water distances.

In particular, in Table 2 we examineHab between the two
Zn atoms with and without intervening water, with the external
water in theC2V orientation at various Zn-O distances. It is
seen that the external water can have a nonnegligible effect,
raising the electronic coupling element by about 50% when the
external water Zn-O distance is 2 Å. This 50% increase inHab

is accompanied by a nearly 2 eV difference in adiabatic state
energies. The bulk of the variation inHab occurs for RZnOout

distances less than 3 Å, while for values greater than 3 Å the
variation is quite modest (i.e., there is a small change inHab

for RZnOout in the range of 3 Å to ∞). For the time slices used
in the data for Figure 1 our closest Zn-O distances are in the
range of 2.9 Å, while most are 3 Å or greater. The smallest
Zn-H distance is about 2.2 Å, which in test calculations similar
to those of Table 2 yields variations inHab comparable to those
with O atoms at 3 Å. Furthermore, there is no discernible
correlation between energy gap and the size ofHab at a given
distance in the results of Figure 1. Thus, for the simulations we
have performed it appears that the non-Condon effects we
observe lead to variations ofHab generally on the order of 10-
20% which, while nonzero, are small enough not to alter our
value forâ significantly.

The MD simulations reported above used a flexible water
model, leading to a range of water geometries in the time slices
examined. The averageROH values was approximately 0.976
( 0.025 Å, while the average∠HOH was 99( 5°. To assess
the effects of these variations onHab we performed model cal-
culations with a variety of water geometries (Table 3). The Zn-
Zn distance was fixed at 6 Å, with a single intervening water
in theC2V geometry46 with the O atom 3 Å from either Zn. The
water geometry (bond lengths and angle) was varied with the
Zn and O atoms fixed, andHab was calculated. The results of
Table 3 indicate that these geometry variations lead to ap-

proximately 10% changes inHab. Using the water geometryROH

) 1.05 Å and∠HOH ) 104.53° and an assumed water diameter
of 2.8 Å, we repeated the calculations of Table 1 for the
successive addition of interveningC2V waters. FornH2O ) 1-4
the â value obtained with this elongated water was 1.31 Å-1

(cf. 1.4 Å-1 with waters in the gas-phase equilibrium geometry).
Thus, while water geometry can play a small quantitative role
in determining the size ofHab or â, it does not appear to play
a qualitative role. Results of calculations similar to those in
Figure 1, obtained using a rigid water model (not shown) yield
similar values forâ, further supporting the assertion that internal
water motion has little effect on the value ofâ we obtain.

We have attempted to analyze several of the time slices used
in Figure 1, to determine if there is a subset of waters from
those chosen in our selection procedure that is predominantly
responsible for the solvent-enhanced electronic coupling ele-
ments we observed in our studies. We have chosen four time
slices, having Zn-Zn distances of 7.656, 8.470, 9.476, and
10.341 Å, yielding 16, 21, 30, and 42 waters, respectively, after
our standard truncation procedure. These data points fall close
to the line of best fit (theâ value based on these four points is
2.28 Å-1). We then systematically removed waters, using a
sphere centered at the Zn-Zn midpoint, with decreasing radius,
such that at each stage another 4 waters were removed, until
we reached eight waters, after which single waters were
removed. The results forHab as a function of number of waters
are shown in Figure 2, and the results for the adiabatic energy
differences are shown in Figure 3 (note thex andy axis scales
are different in the various graphs). It is seen that the dominant
contribution toHab arises from a few waters, and the number
of important waters correlates roughly with Zn-Zn distance,
suggesting one is seeing effects of one or more solvent diameters
between the Zn. While this is clearly a small subset of the time
slices examined, it nevertheless suggests that the superexchange
effects observed are local, and comprehensible based on the
presence of a few waters. In Figure 4 we show the geometry
used for the time slice corresponding toRZnZn ) 9.476 Å. All
the waters used in the analysis for these data point in Figure 1
are shown, with those determined to be the dominant contribu-
tors in the analysis of Figures 2 and 3 highlighted. It is seen
that these waters occupy positions between the Zn atoms as
one might expect, based on the assumption that those along the
most direct route from one Zn to the next should yield the
dominant contribution to the coupling.

The results of Table 1 compared ab initio and INDO results
for idealized geometries as the number of waters was increased.
In Table 4 we present data that compares ab initio and INDO
Hab values for the four time slices examined in Figures 2 and
3. While in the ab initio calculations we would like to have
included the full number of waters used in Figure 1 at each
time slice, this is not feasible computationally. At each distance

TABLE 2: Non-Condon Effects on Hab for Zn 2(H2O)1,2
+ a

RZnZn-
(Å)

RZn-Oout-
(Å)

RZn-Oin-
(Å)

no. of inner
H2O molecules

∆Eadiabatic-
(cm-1)

Hab-
(cm-1)

5 2 0 16880 3101
5 2.5 0 11690 2572
5 3 0 6609 2205
5 ∞ 0 4036 2018
7 2 0 18230 115.8
7 2.5 0 11883 96.5
7 3 0 5522 82.7
7 ∞ 0 151 75.5
6 2 3 1 14570 2699
6 2.5 3 1 9214 2231
6 3 3 1 4602 1896
6 ∞ 3 1 4000 1724
7 2 3 1 21270 704
7 2.5 3 1 14780 568
7 3 3 1 8622 478
7 ∞ 3 1 3601 431

a Calculations were performed with two Zn atRZnZn, with a single
water external to the Zn-Zn line of centers, in theC2V orientation
nearest the left-hand Zn, with the O atom at a distance ofRZn-Oout from
the Zn (H atoms pointed away from the left-hand Zn). When a water
is present along the Zn-Zn line of centers, it too is in theC2V orientation
with the O atom directed at the right-hand Zn, at a distance ofRZnOin

from the left-hand Zn.∆Eadiabaticis the difference in energy of the two
adiabatic states used in the GMH analysis. INDO wave functions and
analysis forHab as described in section 2.2.

TABLE 3: Hab for Zn 2H2O+ as a Function of Water
Geometrya

ROH1(Å) ROH2(Å) ∠HOH(degrees) ∆E(cm-1) Hab(cm-1)

0.957 0.957 104.53 4000 1724
0.907 0.907 104.53 3919 1618
1.007 1.007 104.53 4129 1845
1.050 1.050 104.53 4285 1964
0.957 0.957 95.0 4101 1768
0.957 0.957 115.0 3911 1684
1.007 0.907 104.53 4011 1730

a The two Zn atoms are 6 Å apart, the water is between the two Zn
atoms with the O atom midway between the two Zn, and the water is
in theC2V orientation.46 INDO wave functions and analysis forHab as
described in section 2.2.
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Figure 2. |Hab| for Zn2
+ et in water as a function of number of waters

for four time slices. The waters are sequentially removed on the basis
of their distance from the midpoint of the Zn-Zn line of centers. (a)
RZnZn ) 7.656 Å, (b)RZnZn ) 8.470 Å, (c)RZnZn ) 9.476 Å, and (d)
RZnZn ) 10.431 Å.

Figure 3. ∆Eadiabaticfor Zn2
+ in water as a function of number of waters

for four time slices. The waters are sequentially removed on the basis
of their distance from the midpoint of the Zn-Zn line of centers. (a)
RZnZn ) 7.656 Å, (b)RZnZn ) 8.470 Å, (c)RZnZn ) 9.476 Å, (d)RZnZn

) 10.431 Å.
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we have thus chosen to use the geometries obtained after the
truncation to three waters and to five waters. It is seen from
Figure 2 that for three waters the INDOHab at each time slice
is similar to the value obtained in our standard truncation
procedure. Theâ values based on the four three-water points
areâINDO ) 2.26 Å-1 andâab initio ) 2.07 Å-1, while those for
the four five-water points areâINDO ) 2.31 Å-1 andâab initio )
1.88 Å-1. We were unable to extend the ab initio calculations
to larger number of waters in this basis set due to disk storage
limitations, but using a somewhat smaller basis we obtained
similar behavior for three and five waters, and showed that
extension to seven waters at each geometry lead to aâab initio

only 0.03 Å-1 less than that for the five water case. It appears
that the ab initio values lead to somewhat slower decay and are
a bit more sensitive to changes in the number of waters included
in the calculation, and that, on the basis of these comparisons,
âab initio, based on all the time slices in Figure 1, would be in
the range of 1.5 to 1.8 Å-1.

(b) Other M 2
+ Systems.To examine the D-A orbital energy

sensitivity of the results presented above for Zn2
+, we have

performed a series of calculations using INDO and ab initio
wave functions with Li, Be, Na, Mg, or Cu substituted for Zn
as D and A.

In the first set of calculations we selected 10 of the time slices
used in Figure 1 which hadHab values for solvated Zn2+ lying
on or near the best fit line, spanning Zn-Zn distances of from
8 to 13 Å. In place of each of the two Zn atoms in a given time
slice we then substituted either Be, Mg, or Cu and recalculated
Hab with the new donor and acceptor at each time slice. As a
means of comparing the tunneling energies in these cases, one
can use the orbital energies of the atoms which, for INDO/
RHF were Zn(-9.36 eV), Be(-9.33 eV), Mg (-8.11 eV), and
Cu(-7.76 eV). Thus, these calculations allow for a 1.6 eV
variation in D-A orbital energy relative to the HOMO of water
(-12.8 eV INDO/RHF).

In Table 5 we presentâ values based on the 10 time slices,
for each of the D-A pairs discussed above. In addition we
presentâ for “bare” (no solvent) M2

+. It is seen that while there
are significant variations inâ for the bare M2

+ (controlled
largely by the INDO orbital exponent) there is, in fact, only
modest variation inâ with water present. A simple McConnell
model which assumes hole transfer is the predomiinant mech-
anism (consistent with previous ab initio results for Zn2

+-water
systems) and only uses the water HOMO for superexchange
(inferring the water-water coupling element from the solvated
Zn2

+ data) would predict a variation inâ of approximately 0.3
Å-1. Using instead the HOMO-1 of water (-14.7 eV) in an
analogous model yields a variation inâ of 0.2 Å-1, similar in
size to what we observe in the full calculations. However, the
predictedâ values in this model for Mg and Cu would be larger
than those for Zn, whereas the calculated values for the solvated
systems yield slightly smaller values ofâ (Table 5). This may
indicate the contribution of particle transfer as well as hole
transfer toHab.14

Ab Initio results forâ are presented in Table 6 using multiple
waters in idealized geometries (C2V, OH) and M) Li, Be, Na,
Mg, or Zn. These calculations are similar to the ab initio results
presented in Table 1, except that the D-A pair is changed (the
Zn results of Table 1 are reproduced here for ease of
comparison). While the IP values range over almost 3.5 eV in
this series, it is seen that theâ values with water present are all
quite close to those obtained with Zn2

+ as the D-A pair. On
the other hand, the bare M2+ (no water) values forâ span a
much greater range, consistent with the range of IP values in
this series.

4. Discussion

The results presented above suggest that water can signifi-
cantly enhance the electronic coupling between a donor and
acceptor in aqueous et processes, contrary to what has been
observed in a number of previous studies of the electronic
coupling element in water.26,27 In addition, the value ofâ is

Figure 4. Zn2
+ and all waters included in the analysis for Figure 1

for this time slice (withRZnZn ) 9.476 Å). The highlighted waters are
those determined to be important to the value ofHab at this distance,
based on the results of Figure 2c.

TABLE 4: Comparison of ab Initio and INDO Hab Values
for Zn 2(H2O)n

+ for Several Time Slicesa

RZnZn(Å) nb Hab
INDO c Hab

ab initioc

7.656 16 148.9
8.470 21 63.9
9.476 30 14.9

10.431 42 6.9
7.656 3 172.3 200.3
8.470 3 61.6 62.2
9.476 3 18.1 29.8

10.431 3 7.7 10.1
7.656 5 173.8 182.4
8.470 5 60.1 60.7
9.476 5 18.6 32.6

10.431 5 7.2 11.2

a The time slices chosen were those used in Figures 2 and 3. AllHab

are in cm-1. b The value ofn is the number of waters included in the
calculation ofHab; values not equal to 3 or 5 indicate the full number
of waters used for thisRZnZn in the data of Figure 1.c INDO and ab
initio Hab values at the given geometry with the number of waters
indicated. Based on the four points shown:âINDO (full set of waters)
) 2.28 Å-1, âINDO (3 waters)) 2.26 Å-1, âabinitio (3 waters)) 2.07
Å-1, âINDO (5 waters)) 2.31 Å-1, âabinitio (5 waters)) 1.88 Å-1.

TABLE 5: â Computed Based on Ten Time Slices for M2+

with Water, M ) Be, Mg, Zn, Cua

M2
+ IP(eV)b âINDO(M2

+) âINDO(M2
+ with water)

Zn2
+ 9.36 3.58 2.02

Be2
+ 9.33 2.70 1.89

Mg2
+ 8.11 2.70 1.94

Cu2
+ 7.76 3.42 1.99

a See text for details on selection of time slices.â in Å-1. b IP based
on orbital energy using Koopmans’ theorem.
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found to be weakly dependent on D-A orbital energy. Finally,
we find that the value forâ obtained is somewhat larger than
that found in organic glasses10-12 or that observed for covalently
bonded donor and acceptor species.13,14 Note that our calcula-
tions are all-valence-electron calculations in the case of the
INDO results or all-electron calculations in the ab initio case.
Hence, our results include both hole- and particle-transfer
contributions toHab unlike one-electron pseudopotential based
treatments that can only explicitly treat hole transfer (see
comments below).

We have performed a variety of similar simulations (yielding
data akin to that in Figure 1) to address the sensitivity of the
above results to the parameters used in the MD simulations. In
simulations using a less accurate water model (first peak in the
radial distribution function near 3.2 Å), using identical tech-
niques for the calculation ofHab we obtained aâ value of 2.0
Å-1 (RZn-Zn ) 7-12 Å). In another set of test calculations we
used the same water model as that of Figure 1, but used a Zn
with radius of 1.5 Å. This model allowed closer approach of
waters to the Zn atoms and tended to yield larger adiabatic state
energy differences (on the order of 2 eV) in the INDO
calculations. Nevertheless, theHab values were similar to those
presented in Figure 1 at a givenRZnZn and the value ofâ was
about 2.0 Å-1 (RZn-Zn ) 7-10 Å). Clearly, the results are not
terribly sensitive to the details of the water structure at a given
density, and small adjustments to the water model should not
yield significantly alteredâ values.

The present results indicate there is a substantial enhancement
of Hab due to the presence of intervening solvent. However,
they also indicate thatâ values extracted from model systems
using idealized geometries (e.g., Table 1) will not be accurate
representations of the values obtained in solution. The results
based on INDO wave functions of Table 1 show that any of
the idealized configurations chosen there yieldâ values 0.3-
0.9 Å-1 smaller than those obtained in Figure 1. The limited
ab initio results for nonidealized geometries also yieldâ greater
than those found in the idealized cases. Since identical types of
wave functions are used in both idealized and nonidealized
geometries, it would appear that the predominant effect brought
on by thermal motion is to diminish the average water-water
coupling, and to lead to faster decay with distance than in the
idealized geometries.

Given that the INDOâ values in Table 1 exhibit a greater
spread than the ab initio values, one might suppose that thermal
motion would have a greater effect on the INDO results and
that, were the complete set of calculations for Figure 1 repeated
using ab initio methods,â would significantly decrease. For
example, the ab initioâ for Zn2

+ with no waters present23 is
2.7 Å-1, whereas for INDO the value is 3.57 Å-1. Seeing that
in water the INDOâ is lowered by 1.6 Å-1 one might reason
that water would lower the ab initio value a similar amount,
yielding a value forâab initio for Zn2

+ in water of about 1.1 Å-1.
While it is conceivable that this might occur, we do not observe
such a dramatic difference in the comparisons we have made
for nonidealized geometries (Table 4). There it is seen that the
ab initio â value is somewhat lower than the INDO value (by
up to 0.4 Å-1), and appears to depend to a somewhat greater
extent on the number of waters in the calculation ofHab. This
last point is also consistent with the relative insensitivity of the
ab initio â values in the idealized geometries treated in Table
1. If this difference between the truncated INDO and ab initio
calculations carried over to the full water calculations, were they
possible at the ab initio level, one might expectâab initio for Zn2

+

in the realm of 1.5-1.8 Å-1. In addition, given the insensitity
of â to D-A energy observed above in the series of test
calculations, we would expect this value ofâ for other D-A
pairs with orbital energies in the water HOMO-LUMO gap.

Our results are in reasonable agreement with Larsson’s early
study on the electronic coupling in water.22 He used a super-
exchange model and estimated the water-water coupling
element from orientation-averaged ab initio calculations. Larsson
found a significant enhancement of the electronic coupling at a
given donor-acceptor distance with intervening water and his
value ofâ (2.4 Å-1) is similar to that which we obtain when
we fit over the range of 6-10 Å in Figure 1. While our overall
value for â is somewhat lower than his, the reasonable
agreement suggests that the Larsson model captures the essence
of that which we observe in the present calculations.

As noted above, previous ab initio calculations23 suggested
that water could significantly enhance the electronic coupling
between a donor and acceptor, but due to the use of idealized
geometries and limited numbers of water molecules, it was not
clear whether the differences between the ab initio and one-
electron results (which suggested that water had little to no effect
on the coupling26,27) were due to the neglect of surrounding
waters in the ab initio case. Our results show this is not the
case, even with larger numbers of waters the present calculations
indicate that water is an effective superexchange medium. On
the basis of these results, it is likely that the previous studies
which are based on one-electron models (only treating the
transferring electron, using pseudopotentials to model the donor,
acceptor, and waters) neglect important superexchange pathways
involving occupiedwater orbitals (hole transfer).

Of course, it is still possible that a number of other important
effects have been neglected in the present calculations, and that
the results obtained from them do not represent an accurate
picture of superexchange effects in water. For example, Davis
et al.47 have developed a model that examines the transition
from the tunneling regime to the electron-hopping regime, and
they are exploring this model for covalently linked donor-
acceptor species. Along these lines, it may be that long-range
et in water is dominated by local hopping rather than direct
D-A tunneling, and if so, the present calculations cannot
directly comment on superexchange coupling in water. Indeed,
if the hopping involves sites reminiscent of solvated electrons,
basis set calculations of the type used here will be unable to

TABLE 6: Comparison of ab initio â Values for Various
M2

+ (M ) Li, Be, Na, Mg, Zn) for Idealized Water
Geometries

M geometryb RMM
init c ∆rd ne âwater

Znf C2V 8 2.8 4 1.38
Znf OH 8 2.8 4 1.25
Be C2V 8 2.8 4 1.35
Be OH 8 2.8 4 1.23
Li f C2V 8 2.8 4 1.34
Li f OH 8 2.8 3 1.27
Na C2V 8 2.8 3 1.35
Mg C2V 8 2.8 4 1.41
Mg OH 8 2.8 4 1.26

a Methods described in section 2.3,â (Å-1). The Koopmans’ IP
values for Zn, Be, and Mg are 7.98, 8.42, and 6.88 eV, respectively.
The IPs for Li and Na, calculated as an energy difference between the
neutral and the cation, are 5.3 and 4.95 eV, respectively. Theâ values
for these D-A pairs with no water present (Å-1, fit over RM-M ) 5-10
Å for all but Zn2

+ which was fit overRZn-Zn ) 6-10 Å) are 2.71 (Zn2+),
2.71 (Be2+), 1.83 (Li2+), 1.52 (Na2+), 2.27 (Mg2

+). b Geometries for
intervening water, defined in refs 23 and 46.c M-M distance for one
intervening water, in angstroms.d Assumed water diameter, in ang-
stroms.e Maximum number of sequential waters considered.f Results
from ref 23.
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address such questions easily, since basis sets in conventional
ab initio or semiempirical studies tend to be atom based, and
will thus yield poor descriptions of solvent-trapped electrons.
Due to the relatively weak water-water coupling and the fast
vibrational and reorientational coordinates in water, the dephas-
ing times may be short, which would tend to make the crossover
to a hopping mechanism occur at shorter distances. However,
the difference between the tunneling energy (approximately 9
eV) and the estimated energy of the medium-localized electron
(about 1 eV) is a good deal larger than that for the systems of
Davis et al., suggesting that larger tunneling distances may be
required before such effects are important in water.

Another possibility is that our results are not directly related
to long-range tunneling in water since they do not explicitly
treat inelastic tunneling events. Recent work by Stuchebrukhov
and co-workers48,49has shown the important contribution such
effects can have for long range et, with particular emphasis on
the inverted region. In the inverted region, inelastic events that
result in medium vibrational excitation actually serve to increase
the rate at large distances. In our case, far from the inverted
region, one would expect similar events to lead to an overall
decrease in rate for large distances. If they are important for
our system, events of this kind would be expected to lead to
larger effective values ofâ than those which we report.

A third possibility that might lead to distinctly different values
for â would be that for large distance transfer the dominant
contribution to the rate comes from infrequent solvent orienta-
tions leading to dramatically enhanced values forHab. At short
R the difference inHab obtained at particularly favorable
configurations and the “average configuration” is not great, since
a nonzero component of the coupling at shortR is expected to
arise from direct transfer (i.e., superexchange pathways do not
completely dominate). On the other hand, at largeR, infrequent
configurations that might lead to 3-5-fold increases inHab can
yield ten- to 20-fold increases in rate, and may in fact be the
predominant long-distance pathways. Our results in the range
of 13-14 Å are suggestive of this possibility, but more work
needs to be done to quantify the frequency of such events in
order to comment on their relevance to experimental situations.
In a separate set of simulations using a less accurate water
potential we have seen evidence for such configurations as well.
In these simulations we held the Zn-Zn distance fixed at 5, 6,
7, 8, or 9 Å, and allowed the surrounding water molecules to
evolve at 300 K. We found that the thermally averagedHab

values at 8 and 9 Å were essentially indistinguishable (one
trajectory for each distance), and we attribute the lack of decay
in Hab between 8 and 9 Å to better water packing between D
and A at the larger distance. The increased coupling due to an
extra water along the Zn-Zn line of centers may offset the
increased distance between the two Zn, leading to essentially
no decay with distance. If one assumed that only the larger
values ofHab were relevant at largeR and refit the present data
only using the pointsaboVe the best fit line of Figure 1 beyond
10 Å, the value ofâ obtained is 1.66 Å-1 rather than 2.0 Å-1.
Our simulations only utilize a single donor-acceptor pair, and
so the frequency of such occurrences is limited by their need
to arise along the single Zn-Zn distance. On the other hand, in
experiments with randomly oriented donors and acceptors in
glassy matrixes many more directions are sampled due to the
presence of a range of acceptors, and thus it is possible that
only the most favorable solvent configurations contribute at large
distances, leading to a potentially smaller value forâ. Longer
simulations and more frequent sampling may be required to
investigate this question in the future.

The value ofâ is also expected to depend to some extent on
the difference in energy between the D-A orbitals and the
occupied and virtual orbitals in water. With Zn2

+ as our D-A
pair, the gas-phase IP is 8-9 eV. Variations of up to 3.5 eV in
orbital energy (ab initio calculations) yielded little change inâ
for the results presented above, but it is expected that for D-A
energies nearer the HOMO or LUMO energy of water will lead
to smaller values ofâ. Photoexcited et is a particluar candidate
for this effect, especially for excitations to high-lying states.
However, for systems with D-A energies in the HOMO/LUMO
gap, our results suggest a reasonably constant value forâ.

5. Conclusions

Our results show that water can have a dramatic effect on
Hab between donor and acceptor in solution. The intervening
water leads to a significant increase in the electronic coupling
at a given D-A distance, and the decay ofHab with distance is
reduced considerably. Our results suggest that the coupling is
influenced by the water orientation between the donor and
acceptor, but we find a general exponential decay with distance
of Hab. â appears to be relatively weakly dependent on D-A
energy for states in the water HOMO-LUMO gap. It also
appears that ab initio calculations ofHabwould lead to somewhat
smaller values forâ than those obtained at the INDO level.
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